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Question 1 [20 marks, 24+54+6+2+5]

An MA(1) process with parameter ¢ is defined by the equation

Ne = wy + Ouyy,

where {u; } is a white noise process. that is, a sequence of uncorrelated random variables with mean zero
and constant variance g2,

(a)

Define what it means for a moving average process to be invertible.

Show that an MA(1) process is invertible if the parameter # satisfies a condition which you should
state.

) The autocovariance of X, and X, is defined to be p(/). For the MA(1) process with parameter

find p(0} and p(1) and write down p{h for b > 2. Hence calculate the autocorrelation function

(ACF) for the MA(1) process.

Show that an MA(1) process with parameter #~' has the same ACF as an MA(1) process with
parameter §.

Consider two MA(1} processes with parameters § = 0.25, ¢° = 16and § = 4. o* = 1 respectively.
Show that they have the same autocovariance function (ACVF ). Explain how you can choose between
these processes by considering the invertibility of the processes.

Question 2 [20 marks, 445-+2+2+7]

(a)

Consider a time series model
Xy =y + uy

where the trend n1, is a polynomial function of t with degree k and coefficients &y, 6;.--- ,6),. The
first difference is defined as
VXt = )‘;f - .Xpi e

(i) Show that if 7, is a polynomial function of ¢ with degree 1, then the first difference gives

VX,; = &Vug.

(it} Similarly, assume that m is a polynomial with degree 2. Find the second difference as a
function of the coefficients.

{1} For a time series model

define a linear filter.
What does it mean to say that a linear filter passes through without distortion?

]
(iii) A time series is to be smoothed by fitting & quadratic polynomial to successive groups of 5
observations, thus obtaining a weighted moving average filter. Find the filter which passes
through without distortion, if least squares fitting is used.

N



Question 3 [20 marks, 8464-6]
(a) Let the ARMA(L, 2) process for a time series { X} be given by
XNy = 09X, = wy + 03w — 0duwy_o.
where {w,} ~ WN{0.¢?). Write down the operator form of this process. Show that it is invertible.

(b} Suppose that an ARIMA(. d. g} model is to be fitted to some time series data {2y };=1 ... ,. Describe
what important features of the data can be revealed by a time series plot.

(c) Consider an AR(2) process of the form
)\;g = O()/Yf_f - Q,E,X}_) -+ Uy,

where {w,} ~ TWN(0.¢7). Show that there is a stationary solution to this process.

Question 4 [20 marks, 54+6+7+2]

A time series date set of size n = 100 was modelled as an AR(2) process

X=X+ X 0 +w. w, ~ WN(G o4

i

{2) Give the Yuie-Walker equations for estimation of the AR parameters and of the variance of the white
noise. Briefly explain vour notation.

(b) Find the estimates of the model parameters @, &, and o” knowing that the estimates of the series
variance and the autocorrelation at lags 1 and 2 are

A0)=16.  p1)=06.  p2) =04

(c) Calculate 95% confidence intervals for ¢, and for ¢,

Note that for a standard normal random variable {7 and for u, such that P{|U| > u,) = o we have
Ug = 1.96 for o = 0.05.

(d) Predict value 107 of the series knowing that 190 = 2.4 and zgy = 1.G.

Question 5 [20 marks, 24+2+4-2+424243+443]
(2) Define what it means for a time series to be stationary
(b) What does it mean for a time series to be causal.
(c) Define, precisely, what it means for 2 time series Yt to be an AR{1) series.
(d) What condition will ensure that an AR(1) series will be stationary and causal.
{e) Write down the operator form of the general ARIMA(p.d.q) series.

(f) The yearly real GDP (in Billions of Emalangeni) for Swaziland was read into an R data set called
rGDP;



(i) The following statements are issued to R.
> rGDP <- ts{rGDP,start=1980))
> acf(diff (rGDP))
Describe in detail exactly what these statements do.

(i1} in order to investigate possible non-stationarity of the series, the following two plots are pro-
duced from the series. What kind of effects do the plots show and how would these effects
influence the analysis of the series?
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Figure 1. A plot of the original series
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Figure 2. A plot of the differenced series

(ili) The following graphs are produced by running the following R statements.
> acf (diff(rGDP))
> pacf (diff (rGDF))

Explain what kind of modeliing structure you think that the graphs indicate as appropriate for
modeliing the series.
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Figure 3: The first piot produced by the R statements
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Figure 4: The second plot produced by the R statements

(iv) Using operator notation, write down the complete model which should be fitted to the GDP
data series.

]



