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Question 1 

In a prospective, randomized study to investigate the capacity ofaspirin to prevent pregnancy­
induced hypertension (=high blood pressure), 65 women were treated with a daily dose ofeither 
aspirin (34 women) or placebo (31 women) during the third trimester of pregnancy. The result is 
summarized in the Table 1below; 

A ..Table I Contmgency ta ble fIor stu dly companng spmn an d PI aceb0 

I I Hypertension No hypertension Total 
I Aspirin treatment I 4 30 34 

I Placebo treatment I II 20 31 

I Total I 15 50 65 

In Table 2, the probability that the test statistic n11 from Fisher's exact test attains a specific value 
t is given (n11 = number of women treated with Aspirin with hypertension). 

Table 2; Conditional probability that n11 attains value t for data in Table 1 

0 1 2 3 4 5 6 7t 
0 0 0.001 0.004 0.019 0.060 0.131 0.205, PHo(nll= t I••• 

t 8 9 10 11 12 13 14 15 
I" 

0.230 0.186 0.107 0.043 0.012 0.002 0 0PHo(nll= t I••• 

a) Fisher's exact test evaluates the probability PHo(nll= t , ... } under a certain condition. What is 
this condition (what are the dots in this expression)? How are PHo(nll= t I...} in Table 2 
calculated? State a formula for this probability. 

(2 p) 
b) Based on Table 2, calculate the one-sided p-value for Fisher's exact test for testing the null 

hypothesis that treatment and hypertension are independent versus the alternative that aspirin 
has a hypertension preventing effect. Interpret the result. 

(3 p) 
c} Consider a two-sided test for the independence null hypothesis versus the alternative that 

aspirin has any (positive or negative) effect on hypertension for pregnant women. There are 
diffierent methods to define a two-sided p-value based on,Fisher's exact test. A simple but 
uncommon way is to multiply the one-sided p-value by 2. Choose another method and 
describe exactly how the two-sided p-value is defined. Compute the two-sided p-value and 
interpret. 

(3 p) 
d) Considering again the one-sided test problem: Calculate the mid p-value and mention an 

advantage and a disadvantage of using mid p-values in contrast to usual p-values. 
( 



Question 2 

Consider the data in Question 1 but apply now large sample inference. 

a) Estimate the odds ratio eand interpret it. 
(3 p) 

b) Construct an approximate 95% CI for the odds ratio (Hint: an asymptotic expression for the 
. ~. 1 1 1 1 

vanance of loge£}) IS - +- +- +- . 
nll nlZ n13 n14 

(4 p) 
c) Test the null hypothesis of independence versus the one-sided alternative that aspirin has a 

hypertension preventing effect. 
(3 p) 

d) Use a test of your choice which uses a large sample distribution for the test statistic and 
report whether the two-sided test is significant at the 5% level. 

(3 p) 

Question 3 

Let y"..... 'yn be independent random variables with binary distribution, 

P(Yi =1) =Pi P(Yi =0) = 1 - Pi 

a) 	 We use a generalized linear model with identity link function g(x) = x and we assume that 
the probability Pi for the i-th observation to be 1 can be expressed as linear function 
depending on a explanatory variable Xi: 

g(E(Yi)) = E(Yi) = TJi = a + PXt 

(i) 	 Determine the log likelihood function as function of the parameters a and p. 
(5 Marks) 

(ii) 	 Compute the likelihood equations for the ML-estimation of the parameters a and p. 
Mention how these equations are used to calculate the ML-estimates. 

(5 marks) 
b) 	 The random variable y has a distribution in the exponential family, if its p.dj(or p.m.j) can be 

written as 

y£} - be£}) }
!(y;£},ep)=exp a(¢) +~(y,ep){ 

for a specific function a(ep), b(£}), and c(y, ep), where a(ep) > 0 and be£}) has up to twice 
derivatives. Let l(£},ep;y) denote associated log-likelihood function. It is known that 

(lil) (lil) (li21) 	 .E 8e = 0 and Var 8e = -E lie t . Show that E(Y) =b' (£}) and Var(Y) =a(ep)b"(£}). 
(10 Marks) 
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Question 4 

Suppose we have the following 2 x 2 table with all nijpositive: 

Y 
x Yes No Total 

Yes 
No 

a) When X and Yare independent, given n, n1+' n+b we have 

Show that 

(12 Marks) . e~ nl1n 22b) Show that the sample odds ratio can be expressed as = . 
n12 n 21 

(8 Marks) 

Question 5 

An experiment was conducted to assess the efficacy of two species of insect predators 
(melanarius, tachyporus) in controlling aphids (an insect pest) on plants grown in separate insect­
proof cages. Observations were made over eight consecutive week-long periods, with fresh 
plants, aphid populations and predators being introduced each week. Eight plants were observed 
each week, with two plants receiving each of fout treatment combinations (no predators, 
melanarius only, tachyporus only, both predators). In four of the eight weeks a fungicide was 
also applied to all the plants, to control outbreaks of mildew. It was expected that there might be 
differences in the development of aphid populations and the efficacy of the predators between 
the week-long periods because of variation in the temperature as well as the use of different 
batches of predators and aphids. 

At the end of each week period, a count of the number of aphids was made for each plant. The 
output APPENDIX A shows the results of analysing the countS of aphids at the end of each week 
using a generalised linear model which allows overdispersion to be detected if it is present. The 
application of the fungicide to all the plants in particular weeks potentially imposes a more 
complex design structure, but a simplified structure was assumed to allow analysis using a 
generalised linear model. The fitted model allows for the main effects of each predator and the 
fungicide treatment, and for the interactions between these effects. The fitted model also includes 
terms accounting for differences between periods after allowing for fungicide effects, and 
differences in the separate and combined effects of the two predators between periods (again, 
after allowing for fungicide effects), these potentially contributing extra variability beyond the 
plant-to-plant variability against which treatment effects should be assessed. 
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a) 	 Identify the components of a generalised linear model (GLM), showing how the expected 
value of the response is related to the explanatory model. Describe the particular form of 
GLM that is appropriate for these data. 

(5 Marks) 
b) Briefly describe the method of iterative reweighted least squares used in fitting a generalised 

linear model. 
(4 Marks) 

c) Interpret the results of the analysis, in particular identifying the separate and combined 
efficacies of the two insect predators, and the impact of the fungicide application. 

(8 Marks) 
d) Describe what is meant by overdispersion, and indicate how evidence for overdispersion can 

be identified and tested for using the analysis output. 
(3 Marks) 

Question 6 

a) 	 Define the survivor function S(t) and the hazard function h(t) for a continuous random 
variable T measuring lifetime. Write down an expression for the survivor function in terms of 
the hazard function. 

(3 Marks) 
b) The exponential distribution has constant hazard function h(t) = It. Write down expressions 

for the density of the exponential distribution and the mean of this distribution in terms of It. 
(2 Marks) 

c) Explain what is meant by a right-censored observation. Give two different examples of ways 
in which a right-censored observation might arise. 

(3 Marks) 
d) 	 After a radical mastectomy for breast cancer, ten female patients were randomly assigned to 

one of two groups, an experimental group who received chemotherapy, and a control group 
who received no drugs. At the end of two years, survival times in months were recorded and 
are given in the table below. A right-censored observation is denoted by so 16+ denotes a 
right-censored observation at 16 months. 

23 16+ 18+ 20+ 24+: Experimental group 

Control group 15 18 19 19 20 

Compute the Kaplan-Meier estimate of the survivor function for each group and plot the 
results on one graph. 

(10 Marks) 
e) If survival times for the control group have an exponential distribution, estimate the hazard 

rate. 
(2 Marks) 



Question 7 

Consider the following experiment on visual perception using random-dot stereograms. A 
random-dot stereogram is· composed of two rectangles placed side by side, where each rectangle 
appears to consist only of randomly scattered dots, without any image. When viewed with only 
one eye functioning, the viewer cannot see a hidden image. However, when viewed with both 
eyes, if a person focuses the eyes in front of or behind the pair of images, then a three­
dimensional hidden image of a diamond can be seen. Sometimes the diamond image can be seen 
quickly, but on other occasions it can take a while before it can be perceived. Here the response 
variable is the time in seconds needed to perceive the diamond image. The experiment 
investigated whether giving a person prior knowledge about the shape of the image reduces the 
time needed to recognise it. Forty-three subjects (group NV) received just verbal information 
about the shape of the hidden object. Thirty-five subjects (group VV) received both verbal 
information and visual information, for example a drawing of the hidden object. 

a) The response time T to perceive the diamond image has a Weibull distribution with hazard 
function 

h(t) = AytY - 1 
I t ~ 0 

where A > 0 and y > Oare parameters to be estimated. Show that the parameters are given by 
the intercept and slope ofthe theoretical relationship of the logarithm of the cumulative 
hazard function plotted against the logarithm oftime. 

(4 Marks) 
b) 	 Write down the proportional hazards model for a vector ofp time-constant covariates, X, 

assuming a Weibull baseline hazard function. Interpret each term in your model. Write down 
an expression for the hazard ratio for this model. 

(4 Marks) 
c) 	 Data from the random-dot stereogram experiment were analysed using a proportional hazards 

model with a Wei bull baseline hazard function. One explanatory variable was included in the 
model: GroupVV, taking the value 1 if the subject was in Group VV, or 0 if the subject was 
in Group NV. The following edited computer output shows the results from the fitted model. 

Estimate Standard Error 

A 0.060 0.019 

y 1.260 0.104 

Group VV 0.552 0.233 

(i) 	 Use the fitted model to estimate the hazard ratio for, a subject in the VV Group 
compared to a subject in the NV Group. Construct a 95% confidence interval for this 
hazard ratio. Which group, on average, has the shorter response times? 

(4 Marks) 
(ii) 	 What is the estimated hazard function for a subject in Group NV? What is the 

estimated hazard function for a subject in Group VV? How does the estimated hazard 
function change with time for each group? 

(4 Marks) 



d) Someone suggested using an exponential distribution, instead ofa Wei bull distribution, to 
model the response times. What advice should you give regarding this idea? Justify your 
answer. 

(4 Marks) 

APPENDIX (Output for Question 5) 

Accumulated analysis of deviance 

1 Change mean 
• 

deviance I I 
dJ. deviance deviance ratio ! p-value 

• + fungicide 1 23.91 23.91 1.88 0.179 
1 990.58 990.58 78.08 <.001 

+ melanarius 1 0.88 0.88 0.07 0.794 
! + fungicide.period 6 1116.41 186.07 14.67 <.001 
~chyporus 1 183.47 183.47 14.46 <.001 

elanarius 1 4.63 4.63 0.36 0.550 
• + tachvoorus.melanarius 1 3.13 3.13 0.25 0.623 
i + fungicide.tachyporus.period 6 516.48 86.08 6.79 <.001 
I . + fungicide.melanarius.period 6 108.37 18.06 1.42 02~p+ fungicide.tachyporus.melanarius 1 0.01 0.01 nnn 0.97 

+ fungicide.tachyporus. melanarius. period 6 197.20 '32.87 2.59 0.037 
Residual 32 405.97 12.69 

•Total 63 3551.05 56.37 I 

• 


Dispersion parameter is estimated to be 12.7 from the residual deviance 
The parameters estimate the effect of applying the fungicide or each predator 

Estimates of some parameters 

Parameter estimate s.e. t value p-value l anti.1og of 
• estimate 

Constant 5.218 0.185 28.14 <.001 184.5 
fungicide yes -0.455 0.298 -1.53 0.136 0.6341 
tachyporus yes -1.140 0.377 -3.03 0.005 0.3198 

! melanarius yes 0.108 0.255 0.42 0.676 1.114 
fungicide yes.tachyporus yes 0.092 0.592 0.15 0.878 1.096 

! fungicide yes.melanarius yes -0.099 0.416 -0.24 0.813 0.9055 
tachyporus yes.melanarius ves 0.425 0.486 0.87 0.388 1.529 
fungicide yes.tachyporus yes.melanarius yes 0.458 0.750 0.61 0.545 1.581 



(The s.e. values are based on the residual deviance) 

Predicted means (standard errors) 

melanarius 
No Yes 

131.19 (14.57)No 128.34- (14.15)
tachyporus 

69.63 (11.27)43.81 (8.18)Yes 

tachyporus 
No Yes 

13.03 (2.85)No 97.00 (11.11)
fungicide 

42.66 (6.96)Yes 80.66 (9.72) 

melanarius 
No Yes 

fungicide 
No 54.78 (8.16) 55.25 (8.0S) 
Yes 72.S2 {9.71 ) 50.69 (6.97) 

I 

http:128.34-(14.15


Normal Distribution 

Table C-1. Cumulative Probabilities of the Standard Normal Distribution. 

Entry is area.l'\ under the standard normal curve from·· "" t{} z(A) 
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Chi-Square Distribution 

Table C-2. Percentiles of the X2 Distribution 
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Student's Distribution (tDistribution) 

Table C-4 Percentiles of the t Distribution 

Entry is t(A; v) where p{t(v) s I(A; ,..)J = A 
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'.363 
t.3S6 
,.»0 
1.3045 
L341 

[,796 
1.782 
J.71l 
l.161 
1.7S3 

1..1O1 
2.119 
2.160 
1.14' 
2.t31 

'6. 
17 
18 
19 
20 

0.258 
0.2.57 
0.2.57 
0.1.S7 
0.2S7 

O.S3$ 
0 • .534 
0.$34 
0.533 
0.533 

0.865 
0.863 
0.862 
0.86' 
O.8tj() 

1.0'11 
'.069 
1.067 
U)66 
1.064 

1.337 
1.3'33 
1.:130 
1.328 
1•.325 

1.746 
1.740 
1.734 
1.729 
l.72:5 

2.1~ 
2.1 to 
2.101 
2.093 
2.086 

21 
22 
13 
24 
2j 

0.257 
O.2S6 
0.256 
O.lXt 
0.2.56 

0.'32 
0.532 
0.'32 
1).531 
0.531 

0.8~ 
0.853 
0.8S8 
Q.8.57 
0.856 

1.063 
1.06. 
1.060 
•.OW 
1.058 

t.323 
1.32l 
1.319 
1.3U1 
1.316 

1.121 
1.111 
1.114 
L7Jt 
L7O$ 

2.080 
2..(n4 
2.069 
2.064 
:UHiO 

26 
27 
21 
2.9 
30 

(L2S(1 

0.2:56 
0.256 
0.256 
0.256 

Q.S31 
0531 
0.!i30 
O.~30 
0.'30 

0.856 
0.8S"5 
0.855 
0.8'4 
0.&54 

1.058 
1.057 
1.056 
1.0$5 
l.OSS 

l.:U5 
1.314 

' • .313 
1.311 
l.:3~O 

1.706 
L7Q3 
1.701 
1.699 
1.697 

2.0S6 
2.052 
2.048 
1.04S 
2.042 

40 
60 

120 

"" 

o.~s 
0.2$4 
O.lS4 
0.2:$3 

0.S2.9 
0.527 
0.:526 
0.524 

0.8!i( 
0.848 
0.14:5 
0.842 

I.~ 
•.045 
1.041 
1.036 

1.301 
1.296 
LlM 
1.282 

1.684 
1.671 
1.658 
LMS 

2.021 
2.000 
l.9BO 
L960 
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Table C-4 (Continued) Percentiles of the t Distribution 

p 

A 

.98 .935 .99 .ms .995 .991S .9995 

1 IS.89S 11.2OS 3'.821 42.434 63.6.51 '27.322 636.390 
2 UW9 5.643 6.96S 8.m) 9.925 14.089 3t.598 
3 :\.482 3.8% 4.S4l 5.647 5.SC( 7.453 12.924 
4 '2.999 1.298 3.747 ....088 4.604 S.598 iUilO 
5 2.7S1 3.000 3.3M 3.634­ 4.032 4.713 6.%9 

6 2.612 2.829 3.143 3.312 3.7m 4.317 5.959 
7 2.511 2.115 2.998 3.203 3.499 4.029 5.408 
S 2.«9 2.634 2.896 3.015 3.355 3J03 S.041 
9 

10 
1.398
2.m 

2.S74 
2.521 

2.821 
2.164 

2',998 
2.932 

3.250 
3.169 

3.690 
3.581 

4.7S1 
4.5$1 

11 2.328 2.491 2.118 2.879 3.[06 l.491 4.431 
12 2.303 2.46l a.68! 2;836 3.055 ;JAZ8 4.318 
13 2.232 2.436 2.650 2.1101 3.012 3.312 4.22t 
14 2.264 2.415 2.624 2.111 2.917 3.326 4.140 
1S 2.149 2.m 2.002 2.'146 2.947 3.286 4.013 

J6 2.235 2.332 2.S83 2:124 2.92' 3.252 4.0'5 
11 2.224 2.368 2.567 2.106 2.898 3.222 3.965 
18 2.214 2.3S6 2""52 :1.689 1.878 3.197 3.m 
19 2.205 2.346 2S39 2.674 2.86l 3.i74 3.833 
20 2.197 2.336 2528 2.661 2.845 3.153 3.849 

21 2.'89 2.32'8 2518 Ui49 2,83( 3.TH 3.819 
22 l.ln 2.320 2,508 2.639 2 ..819 3.119 3.19l. 
23 2 .• n 1..313 2.500 2.629 2-1501 3.l04 3.168 
:N Z.l72 2.307 2.492 2.620 1.791 3.09\ 3.74S 
l5 2.167 2.301 2.485 2.612 1.117 3.018 3.125 

26 2.162 2.296 2.419 2.605 2.779 3.061 3.101 
Z7 2. ISS 2.291 2.473 2.596 2.111 3.051 3.690 
2S 2..J54­ 2.216 2.467 2.592 l.763 3.047 3.674 
29 2.150 2.282 2.462 2.586 2.156 3.03i 3.659 
30 4.141 2.218 2.457 2.58{ 2.7S(} 3.0?oO 3.646 

40 2.123 2.250 2.423 2 . .$42 2.704 2.971 3..551 
60 2..099 2.223 2.390 2.504 2.660 2...9 Ii 3.460 

120 2.076 2.196 2.35'S 2.468 2.6.17 2.860 3.373 
00 2.054 2.110 2.326 2.432 1.576· 2.801 3.291 
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