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SECTION A

QUESTION ONE: COMPULSORY | 40 Marks]

PART I: Multiple Choice Questions (1 Mark Each= 10Marks)

1. If OLS is used in the presence of autocorrelation, which of the following will be likely
consequences?

(i) Coefficient estimates may be misleading

(ii) Hypothesis tests could reach the wrong conclusions

(iii) Forecasts made from the model could be biased

(iv) Standard errors may inappropriate
a) (ii) and (iv) only
b) (i) and (iii) only
c) (i), (ii), and (iit) only
d) (@), (i), (iii), and (iv)

2. Suppose that the Durbin Watson test is applied to a regression containing two explanatory
variables plus a constant with 50 data points. The test statistic takes a value of 1.53. What
is the appropriate conclusion?

(2) Residuals appear to be positively autocorrelated
(b) Residuals appear to be negatively autocorrelated
(c) Residuals appear not to be autocorrelated

(d) The test result is inconclusive

3. Which of the following are plausible approaches to dealing with residual
autocorrelation?
(i) Take logarithms of each of the variables
(i) Add lagged values of the variables to the regression equation
(i) Use dummy variables to remove outlying obsetvations
(iv) Try a model in first differenced form rather than in levels.
(a) (ii) and (iv) only
(b} (1) and (iii) only
(c) (i), (ii), and (iii) only




(d (@, (i), (iii), and (iv)

4. Which of the following could result in autocorrelated residuals?
(i) Slowness of response of the dependent variable to changes in the values of the
independent vari ébles | | |
(ii) Over-reactions of the dependent variable to changes in the independent vatiables

(iii) Omission of relevant explanatory variables that are autocorrelated

(iv) Outliers in the data

() (ii) and (iv) only
(b) (i) and Giii) only
(c) (), (ii), and (iii} only
(d)y @), (i), (iii), and (iv)

5. In the context of simultaneous equations modelling, which of the following statements is
true concerning an endogenous variable?
(a) The values of endogenous variables are determined outside the system
(b) There can:be fewer equations in the system than there are endogenous variables -
(¢) Reduced form equations will not contain any endogenous variables on the RHS

(d)Reduced form equations will contain only endogenous variables on the RIS

6. If OLS is applied separately to each equation that is part of a simultaneous system, the
resulting estimates will be
(a) Unbiased and consistent
(b)Biased but consistent

(c)Biased and inconsistent

()1t is impossible to apply OLS to equations that are part of a simultaneous system

7. Consider the following system of equations (with time subscripts suppressed and using
standard notation). According to the order condition, the first equation is
(2) Unidentified
(b) Just identified
(¢) Over-identified
(d) It is not possible to tell whether the equation is identified since the question does

not give the reduced form models




8. The order condition is-:
(2)A necessary and sufficient condition for identification
(b)A necessary but not sufficient condition for identification
(c) A sufficient but not necessary cond1t10n for 1dent1ﬁcat10n

(d)A condition that is neither necessary nor sufficient for identification

9. For a stationary autoregressive process, shocks will
(a) Eventually die away
(b)Persist indefinitely
(c) Grow exponentially

(d)Never occur

10.  Consider the following model for y;:
= f+ A+,
Which one of the following most accurately describes the process for y?
{a) A unit root process
(b) A stationary process .
(c) A deterministic trend process

(d) A random walk with drift

PART Ii: Short Answers

1.(a) Assume we have the following model:
yi=atfxetue
Where the explanatory variable x: is strictly exogenous, and the residual u: is serially
correlated.
(i) Why is serial correlation often present in time series data? [5]

(i) State the null hypothesis for testing serial correlation in (i) above. [2]

(b) An ECO 419 student made 2 specifications of a phenomenon under study-:
Y, = fo + BiXi + & (1.1)

Yy = fo + PiXir + PoXor t & (1.2)




The student collects and estimates the functions thereby obtaining the following results

Y, = 0.395 + 0.084X%
SE=(0.125) (0.027)
R*=049

DW= 0.92

n=18

Y, = 0.407 + 0.080X%, — 0.124X,,
R*=0.65

DW= 2.10

n=18

(i) Check (at 5%) whether any of the models has autocorrelation.

(ii) If autocorrelation exists in (i) above, what is its cause?

(c) State the Order Condition for identification.

SECTION B

Answer any Two (2) Questions

Question Two
2. (a) Given the following three-equations system-:

Yie = ao+ a1 X + Uy
YZ!Z == bo + blylt - bth + uZt
YSt = €y + C1Y2t + Cth + Uge

(i) Explain why this is not a simultaneous-equations model.

D

2

[12]

[5]

[6]

(20 Marks Each)

(20 Marks)

(ii) Could OLS be used to estimate each equation of this system? Why? [6]




(b) Given the following demand-supply model, determine if the demand and/or supply is

exactly identified, overidentified, or underidentified. [6]
Demand: Q= ag+ a P+ uy a; <0

Supply: Q= by + b Prtuy by >0

Question Three (20 Marks)

3. (a) What is autocorrelation? [5]

(b) With the aid of diagram(s), explain the difference between negative and positive

autocorrelation. - [8]

(¢) Why is autocorrelation a problem? (7]

Question Four (20 Marks)

4, (a) What are the problems associated with nonstationary time series? [6]
(b} Give an example of a nonstationary time series. [5]

(c) Assess whether the statements in (i)-(ii1) are frue or false, and explain why.

(i) One of the assumptions that needs to hold for the process {yt} to be weakly stationary

is that cov(yt,yt¥k) is constant over time and depends on both ¢ and k. [2]
(ii) A white noise process is a non-stationary process for which all autocorrelations are
equal to zero. [2]
(iii) If a series is non-stationary, it is safe to use OLS as the estimation method. [2]
(d) Describe the concept of cointegration. [3]

&
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TABLE D.5A
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