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QUESTION 1

1. (a) Approximate z%¢® on [0, 1] using a linear least squares polynomial.

[10 marks]
(b) Find a linear polynomial that best fits the data
1101 2 3
Ty 1 25 7
yild 6 7 8
in the least squares sense. [10 marks]
QUESTION 2

2. (a) For the Chebyshev polynomials {Tp(z), T1(z), Ta(x), ... } prove the
following properties given that ¢ and j are positive integers.
i T(Ty()) = Ty(a). 4 marks
ii. If 7 > i, then Ti{x)T;(z) = 3 [Ty (2) + Ti—i(z)]. (6 marks]
(b) Prove that the trigonometric functions {cosnz :n=0,1,2,...} are

orthogonal on the closed interval [0, 2x] with respect to the weight function
w(z) = 1. [10 marks]

QUESTION 3

3. Use a single step of the modified Euler method to solve the Initial Value problem:
" —3x' +2x =65, 0<z< 1, z(0) = 2'(0) = 2,

for both z(0.1) and z'(0.1). [20 marks]



QUESTION 4

(a) Consider initial value problem
Y=1-y40<t<1,y0)=0
i. Use one step of the Euler method to 60mpute y(0.1). (3 marks]
ii. Compute y(0.2) using the linear multi-step method
h
Yn+1 = Yn + '2‘[.fn—1 + fn]

using both y(0) = 0 and the value of y(0.1) from 4(a)i. [3 marks)
ili. Use another step of method in 4(a)ii to compute y(0.3).  [3 marks)

(b) Discuss the convergence of the linear multi-step method

Yn+2 = = 3Yn + W1 — 2hfn.
[11 marks]

QUESTION 5

(a) For the boundary value problem

Ugrg Uy =7y, 0< 2 <1, 0 <y <1,
w0,y) =0, u(l,y) =y, 0<y < 1,
u(z,0) =0, u(z,1) =2z,0<y <1,

replace the derivatives u,, and u,, with central difference approximations,
and use a uniform grid with step size h = % to compute the approximate
value of the solution u at (z,y) = (1, 1). [10 marks]

(b) Consider the wave equation

Uy =Ugg, 0 < T <1, 1>0,
with boundary conditions
u(0,t) =u(l1,£) =0, > 0,
and initial conditions
u(z,0) =z(1 — x), u(z,0) =0,0< z < 1.

Write down the corresponding finite difference problem based on central
difference approximation of the derivatives. [10 marks]



QUESTION 6

6. Cousider the differential problem;

(T, 1) =tz (x,1), 0 <z <1, t>0, (1)
u(0,t) =0, ux(1,t) = u(l,t) - 1, > 0,
u(z,0) =z(l-z),0<z < 1.
Suppose that the parabolic diffusion equation (1) is approximated by replacing
u; with a backward difference, and that u,, is replaced by a central difference.

Also, suppose that the derivative u; in the boundary condition at z = 1 is
replaced by a backward difference approximation. Then,

(a) Show that the resulting finite difference equations may be written in matrix

form as
Au™ =u™ D 4 v, wheren=1,2,...
Identify the square matrix A4, and the vectors u™ and v. 112 marks]
(b) Compute the leading terms of the truncation error for this numerical
scheme. [8 marks]
QUESTION 7

7. Consider the differential problem;

w(z, t) =uz.(x,t), 0 <z <1,{>0,
u(0,t) =u(1,t) =0,t > 0,
u(z,0) =sinnmz, 0 <z < 1.

(a) Deduce the fully explicit numerical scheme resulting from using a forward
difference approximation for the derivative u;, and a central difference
approximation for the derivative ug,. (10 marks]

(b) Prove that the scheme is stable provided

At
(Az)?

vi= <5

SR

where At and Az are the step sizes in the ¢ and z directions
respectively. [10 marks)]



