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QUESTION 1

1. (a) Approximate e* on [-1,1] using a linear least squares polynomial.
[10 marks]
{b) For the data

110 1 3
|4 6 7 8

if the probiem is to find a quadratic polynomial that best fits the data in
the least squares sense, then deduce the normal equations in matrix form

2
5

Aa=b (1)
Explicitly dentify the vectors a and b, and the square matrix A.
DO NOT solve the linear system (1). [10 marks]
QUESTION 2

2. (a) Show that the Chebyshev polynomials {Ty{z), T (z), Ta(z}, .. . } of the first
kind are orthogonal on the open interval (~1, 1) with respect to the weight

function w(z) = i [10 marks]
-z

(b) Use the Gram-Schmidt process to find the degree 0 to 1 orthogonal poly-
nomials (¢o(z) and ¢;(zr) respectively) in the closed interval {1,2] with
respect to the weight function w(z) = z.

If p(z) := aggo(x) + a1¢,{z) is a least squares approximation to
f(z) = 2% + 2z ~ 3, then determine the constant ay. (10 marks]

QUESTION 3

3. Use asingle step of the modified Euler method to solve the Initial Value problem:
' -2 +x =t -1, 0<2<1, 2{0)=0,2(0) =1,

for 2{0.1) and z'(0.1). {20 marks)



(8)

(a)

(b)

QUESTION 4

Solve the initial value problem

Yiz)=-y+z/9,2<0c<4,y(2) =2

for y(2.1) using one step of each of the following;

i. Taylor series method of order 2. [3 marks]
ii. The single step Adams-Bashforth method. {3 marks]
ili. The Runge-Kutta method of order 2. [3 marks]

Given the linear multi-step method

3 1
Ynitr = = SUn + 3Yn-1 — SYn-2F 3h fn

for solving the initial value problem

y(z)=f(z,y), a <z <b, yla) =«

determine whether or not it is convergent. [11 marks]
QUESTION 5

Solve the boundary value problem

Ugp + Uy, =2+ 9, 0<z <, O0<y <1,
u(0,y) =L u(l,y)=1-3,0<y <,
uw(z,0) =1, u(r,1) =1~-z,0<y < 1,
using the Finite Difference method on a rectangular grid with a stepsizes
1

h= 3 and k= % in the z and y directions respectively. [12 marks]

Let & and [ be constants. Suppose that the finite difference scheme
Urt =al)? + UL,

is used to approximate the solution of the advection equation

Ug + GUy =0,

where a > ( is a constant and U} approximates u(z;,?,) in the usual
notation. Then, determine both o and # so that the scheme agrees with
the Taylor series expansion of u(Z,,tn+1) to as high an order as

possible. {8 marks]



QUESTION 6

6. Consider the differential problem;

sz, 1) =ug(z,t), 0 <z < 1,1 >0, (2)
u, (0,1} =u(0,t), u(l,t) =1, > 0,
u(z,0) =z(l~z),0<z < 1.
Suppose that the parabolic diffusion equation (2) is approximated by replacing
u, with a forward difference, and that ., is replaced by a central difference.
Also, suppose that the derivative u; in the boundary condition at z = 0 is
replaced by a forward difference approximation. Then.
(a) Show that the resulting finite difference equations may be written in matrix

form as
u(n+l) = Bu(") + v, where n = 13 27 s

Identify the square matrix B, and the vectors u!™ and v. [12 marks)

(b) Compute the leading terms of the truncation error for this numerical
scheme. [8 marks]

QUESTION 7

7. Consider the differential problem;

w(z,1) =uz{z,{),0<z <1, t>0,
u.(0,t) =u(l,t) = 0,¢ > 0,

uw(z,0) =sinnz, 0 <z < 1.

(a) Deduce the fully implicit numerical scheme resulting from using a backward
difference approximation for the derivative u,, and a central difference
approximation for the derivative .. [10 marks]

(b) Prove that the scheme is unconditionally stable. [10 marks]



